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AN INTRODUCTION TO LATENT CLASS AND LATENT TRANSITON ANALYSIS
INTRODUCTION

Often quantities of interest in psychology canm®bbserved directly. These
unobservable quantities are known as latent vasaldh addition to being unobservable, latent
variables tend to be complex, often multidimensiooanstructs. Unlike height, which can be
measured with a single assessment, depressiompetament cannot be adequately measured
with only one observed variable, such as a singéstionnaire item. This complexity can be
handled using multiple observed variables as indisaof the latent variable; this approach
provides a more complete picture of the constrandtalows estimation of measurement error.
Examples of latent variables in the psychologitaftature include temperament (Stern, Arcus,
Kagan, Rubin, & Snidman, 1995), cognitive abilijufnphreys & Janson, 2000), health
behaviors (Maldonado-Molina & Lanza, 2010), andiraiton (Coffman, Patrick, Palen,
Rhoades, & Ventura, 2007). Knowing that they arparfect measures, using data from
available observed variables provides the best unea®f latent variables. When several
observed variables are used to assess an undddyemg variable, we have a basis for removing

measurement error, leading to better measuremehedétent variable.

The fundamental premise of any latent variable rhisdiaat the covariation among
observed variables is explained by the latent aégial here are four latent variable frameworks
that model the relationship between observed viasadnd a latent variable. Figure 1 depicts this
relationship for the four frameworks. Which frametwes appropriate depends on whether the
observed variables and latent variable are coresidier be continuous or categoricalfdetor

analysisor covariance structure analysisbserved variables, usually continuous, map onto
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continuous latent variables assumed to be norrdatyibuted (Joreskog & Sérbom, 1996).

Latent trait analysigSpiel, 1994) refers to discrete observed vargabiapping onto a

continuous latent variable. For example, a setskoved variables measuring aptitude, coded as
correct or incorrect, might be seen as indicatbth@®underlying latent trait, in this case ability

In latent profile analysiscontinuous observed variables map onto a distatst variable.

Latent class analysis (LCA)odels the relationship between discrete obseragdbles and a

discrete latent variable.

Figure 1 about here

The present chapter will focus on this last frameyvbCA. The first section introduces
the concept of a latent class and then presentmdiieematical model. This is followed by a
discussion of parameter restrictions, model fij Hre measurement quality of categorical
variables. The second section demonstrates LCAigfiran examination of the prevalence of
depression types in adolescents. The third septiesents longitudinal extensions of LCA and
contains an empirical example on adolescent deipreggpes, where we extend the previous
analysis to examine change in depression typestower In the final sections we mention
several other extensions to the latent class mattkhreas that merit additional research in the

future.

LATENT CLASSANALYSIS
The Concept of a Latent Class
Latent classes can be thought of as a systemdsifglayroups of individuals according to

some construct that is not directly measurable p8Ssi, for example, a researcher interested in
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the construct temperament hypothesizes that timstacct is made up of qualitatively different
categories. The researcher can measure severeiod of temperament, and then use LCA to
identify two or more temperamental types into whielople might be classified. In examples
presented throughout this chapter, latent classetadthve been applied in the study of
psychological and behavioral phenomena. Note tiraddme constructs (such as temperament)
an individual's latent class membership is genesdpected to remain the same over time,
whereas for other constructs (such as substangét ispossible for individuals to move

between latent classes over time.

Theory suggests that there are two main temperaingpes of children, namely
inhibited and uninhibited, characterized by avowaar approach to unfamiliar situations
(Kagan, 1989). Stern, et al. (1995) used latersscéalysis to test this theory empirically,
comparing a model with two temperamental typeshdticen to models with three and four
types. Infants in two cohorts of sample sizes 38 &were measured on three categorical
variables: motor activity, fret/cry, and fear. Twthree-, and four-class models were fit for each
cohort. For both cohorts, a two-class solution appe to represent the data adequately, although

the sample size may not have provided enough ptonagtect additional classes.

Latent class models have also been used to expler@nset of substance use behaviors
during adolescence. Following Kandel's (1975) iiciion of the concept of stages in substance
use, Collins and colleagues (Collins, Graham, Raps& Hansen, 1997; Hyatt & Collins,

2000) explored this construct as a categoricahtatariable. Using data from the Adolescent

Alcohol Prevention Trial (Hansen & Graham, 19919]li@s et al. (1997) identified a stage-
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sequence of substance use made up of the folloswyig latent classes: No Use; Alcohol Use;
Alcohol Use With Drunkenness; Tobacco Use; Alcadrad Tobacco Use; Alcohol Use With
Drunkenness and Advanced Use; Alcohol, Tobaccofaivéinced Use; and Alcohol Use With
Drunkenness, Tobacco Use, and Advanced Use. Thiglspecifies that adolescents can first
move from the No Use latent class to either theoAtd Use or the Tobacco Use latent class, and
then progress to latent classes characterized log attvanced substance use. Notice that not all
possible combinations of substances are representbi$ latent class model. For example, a
latent class characterized by alcohol and advansedvithout drunkenness and tobacco use
does not exist. The eight latent classes spedifjetthis model were sufficient to represent the

data.

In addition to modeling actual substance use behal/CA has been used to identify
four subgroups of high school seniors accordinpéir patterns of motivations to drink alcohol
(Coffman et al., 2007). The first latent class wharacterized mainly by a desire to experiment
with alcohol (Experimenters, 36%); the second latéass used alcohol mainly to get high and
have a good time (Thrill-Seekers, 32%); the thildggoup reported that their primary
motivation to use alcohol was to relax (Relaxe&0); and the fourth latent class was
characterized by a wide range of motivations taldrincluding anger/frustration and getting
away from problems (Multi-Reasoners, 18%). Memhershthe Multi-Reasoners latent class
was associated with early initiation of alcohol ,ys&st-year drunkenness, and drinking before

4:00 PM.
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LCA has been applied to various educational studietuding Aitkin, Anderson, and
Hinde’s (1981) examination of the number of diffgrelasses of teaching style in the UK.
Teaching style was characterized by the presenabsmnce of 38 different teaching behaviors
in 468 4"-grade teachers. A latent class approach to magitHis type of data is appealing
because it summarizes data from many differenttopresaire items in a parsimonious way.
Although only two teaching styles were originallegicted, formal and informal, evidence was
found for a three-class model. The first class aasore formal style, where the teachers used a
firm timeline and restricted the students' behavidhe data suggested that 48 percent of
teachers had a formal style. The second classsepiexd an informal teaching style, where
teachers tended to have less strict classroom izegam, integrated subjects, and encouraged
individual work. This class encompassed 32 peroétdgachers. The remaining 20 percent of
teachers fell in the third latent class, a mixextkeng style, where certain behavior restrictions

were enforced as in the formal group, but gradimg) romework were similar to the informal

group.

LCA has been used to apply the transtheoreticaleinafdoehavior change to various
types of health behaviors, including smoking cesagMartin, Velicer, & Fava, 1996), condom
use (Evers, Harlow, Redding, & LaForge, 1998), exelcise (Gebhardt, Dusseldorp, & Maes,
1999). Velicer and colleagues used LCA and its ikiignal extension latent transition analysis
(LTA) to test competing models of the stages ohgjgein smoking behavior (Velicer, Martin, &
Collins, 1996; Martin, et al., 1996). Figure 2 slsotve model that best represented the data. This

model posits that individuals can move both forwgaadd backwards through the stages of
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change, and that forward movement between any tacant times does not extend beyond a

maximum of two stages.

Figure 2 about here.

Lanza, Savage, and Birch (2010) used LCA to clgssifimen according to the various
healthy and unhealthy weight-control strategiey #graployed over time. Fourteen strategies
were included in the latent class model, includbgerved variables such as using appetite
suppressants, reducing calories, reducing fatscred carbohydrates, and increasing exercise.
The four latent classes identified were: No Weighds Strategies (i.e., non-dieters; 10.0%);
Dietary Guidelines (26.5%), characterized by uskeafthy weight control strategies such as
increased fruits and vegetables intake, increasertise, and decreased fat intake; Guidelines+
Macronutrient (39.4%), including individuals whoveaused traditionally healthy approaches as
well as a low-carbohydrate diet; and a group of worwho reported trying all healthy and
unhealthy strategies (Guidelines+Macronutrient+Raste, 24.2%). The inclusion of covariates
permitted an examination of how body mass index BMeight concerns, desire to be thinner,
disinhibited eating, and dietary restraint werated to weight-control strategy latent class.
Dietary restraint was found to moderate the efééctisinhibition on membership in weight-loss
strategy group, providing insight into how one ntigghlor an intervention program that aims to

prevent or reduce unhealthy dieting behaviors.

Several studies have explored subtypes of depressiag LCA (e.g. Parker, Wilhelm,
Mitchell, Roy, & Hadzi-Pavlovic, 1999; Sullivan, Ksler, & Kendler, 1998). For example,

Sullivan et al. (1998) used 14 DSM-III-R depresssymptoms in an epidemiological data set to
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identify six latent classes: Severe Typical, Milghical, Severe Atypical, Mild Atypical,
Intermediate, and Minimal Symptoms. Although thenbyer and type of latent classes identified
depended on both the sample and the observed leariabluded in the model, LCA provided a

means of empirically testing competing theoriesutloi@pressive subtypes for a given data set.

A more recent application of LCA involved the idiénation of subgroups of individuals
based not on their own traits or behaviors, buteaabn their ecological/contextual profiles. This
framework provides a way, for example, to orgammividuals according to the particular set of
risk factors to which they are exposed. Latents#asof risk (i.e., risk profiles) that are
associated with poorest outcomes might then beilutsgtets for intervention programs. As an
example, Lanza, Rhoades, Nix, Greenberg, and tfRRGX(2010) identified the following four
profiles of 13 risk factors across child, familghsol, and neighborhood domains in a diverse
sample of children in kindergarten: Two-Parent LRk, Single-Parent/History Of Problems,
Single-Parent Multilevel Risk, and Two-Parent Meliel Risk. Membership in each latent class
varied substantially across race and urbanicitgi,vaas highly related to'5grade externalizing
problems, failing grades, and low academic achiergnThe use of LCA to identify risk
profiles was then extended to examine differeritedtment effects across latent classes (Lanza
& Rhoades, in press). This approach, which is ajmale to including a latent moderator in the
evaluation of a program’s effect, can be used ¢mest subgroups of individuals that hold
promise to respond most strongly to the programtartiscribe other subgroups that may

benefit from a modified program.
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TheLCA Mathematical Model

Latent class theory is a measurement theory fategorical latent variable that divides a
population into mutually exclusive and exhaustateiht classes (Lazarsfeld & Henry, 1968;
Goodman, 1974). The latent variable is measuretiyiple categorical indicators. During the
1970's, two important papers were published whogether provided researchers with the
theoretical and computational tools for estimatatgnt class models. First, Goodman (1974)
described a maximum-likelihood estimation procedardatent class models. Second, a broadly
applicable presentation of the use of the expestatiaximization (EM) algorithm, an iterative
technique that yields maximume-likelihood estimdtesn incomplete data, was introduced
(Dempster, Laird, & Rubin, 1977). In LCA the latéohobserved) variables can be considered
to be missing data. Several software packagesvarble for conducting LCA and its
extensions, including PROC LCA & PROC LTA (Lanzai&k, Huang, Xu, & Collins, 2011),
Latent Gold (Vermunt & Magidson, 2005), Mplus (Math& Muthén, 1998-2010), and LEM

(Vermunt, 1997a,b).

Latent class models are particularly useful whenthieoretical construct of interest is
made up of qualitatively different groups, but greup membership of individuals is unknown
and therefore must be inferred from the data. Algioit might be tempting to try to classify
individuals based on their manifest data, LCA hagesgal important advantages over simple
crosstabulation methods. First, a latent variapfg@ach to identifying qualitatively different
classes of individuals involves using multiple alvsd variables as indicators of the latent
variable. This provides a basis for estimating measent error, yielding a clearer picture of the

underlying latent variable. Second, LCA can be @icmatory procedure. For a set of discrete
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observed variables, the user must specify the nuofbatent classes. LCA then estimates the
parameters and provides a fit statistic. A confienaprocedure provides a means of testing a
priori models and comparing the fit of different deds. Third, when measurement error is
present, many individuals' responses do not paiambiguously to membership in one
particular group. A latent variable approach calp liee researcher interpret large contingency
tables, providing a sense of both the underlyiraygrstructure and the amount of measurement

error associated with particular observed variables

In latent class models, the data are used to gstithe number of classes in the
population, the relative size of each class, ardotiobability of a particular response to each
observed variable given class membership. Suppasehtere arg= 1, ...,J observed variables,
and that variablghas response categories 1, ...,R;; suppose also that the latent variabletas
=1, ...,Clatent classes. Lgtrepresent a particular response pattern (i.eectov of possible
responses to the observed variables), and tepresent the array of all possilpte Each
response pattemcorresponds to a cell of the contingency tablenéd by crosstabulating all of
the observed variables, and the length of the afrigyequal to the number of cells in this table.
As an example, if there are eight dichotomous aleskvariables corresponding to responses
or noto depression symptoms, an individual reportingymptoms would have the response
pattern {1,1,1,1,1,1,1,1}, and someone experientwedirst four symptoms but not the last four

would have the response pattern {2,2,2,2,1,1,1,1}.

The estimated proportion of a particular resporageem PY =y) can be expressed as a

function of two types of parameters. First, lent class prevalenceshich will be referred to
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asy parameters, represent the proportion of the ptipul¢éhat falls into each latent class.
Because the latent classes are mutually exclusigdgeeghaustive (i.e., each individual is placed
into one and only one latent class), fhgarameters sum to 1. Second, iteen-response
probabilities which we will refer to ap parameters, represent the probability of a pdeicu
response to a manifest variable, conditioned @antatlass membership. Thgsparameters
express the relationship between the observedblasiand the latent variable. The item-
response probabilities bear a close conceptuatgaace to factor loadings, in that they
provide a basis for interpretation of the meanihthe latent classes. However, it is important to
remember that they represent probabilities ratieen tegression coefficients.pAparameter near
0 or 1 represents a strong relationship betweeplikerved variable and the latent construct.
This would mean that, given latent class, we cadlipt with near certainty how an individual
would respond to that observed variable. On therdtlnd, for dichotomous observed variables,
ap parameter near .5 means that the observed vadabknot provide any information above

random chance in placing the individual in thenaigass.

Let us establish an indicator functidéfy; =r;) that equals 1 when the response to

variable | = r;, and equals 0 otherwise. The probability of obisgra particular response

pattern, or cell in the contingency table crosssifging the observed variables, can be written

as

R 1=y
P =y) =X v Lo I 2y 00 (1)
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I(yj=r
jrjle

wherey, is the probability of membership in latent clasandp 7 is the probability of

response; to observed variablg conditional on membership in latent clas3hey parameters

represent a vector of latent class membership pititioes that sum to 1. The parameters

represent a matrix of item-response probabilit@sdgional on latent class membership.

The latent class model is defined by making twoaai assumptions. First, all
individuals in a latent class are assumed to hagesame item-response probabilities for the
observed variables. For example, all individualthimlatent class associated with an inhibited
temperament type (Inhibited class), are assumédye the same probability of displaying high
motor activity. Second, there is an assumptionoofd¢tional independence given latent class.
This implies that within each latent class, #hadicators are independent of one another. For
example, individuals' temperament type explainsrafgtionship among their reports of motor
activity, fret/cry and fear. This second assumpttiows the probability of a particular response
pattern to be expressed as shown in Equation hputittconditioning on anything in addition to

latent class.

Multiple-Groups L CA and L CA with Covariates

Grouping variables can be included in LCA in muoé $ame way that they can be
included in structural equation models. In LCA,gpong variables serve two primary purposes.
The first is to allow for a statistical test of segement invariance; that is, a test can be
conducted to determine whether the item-respondeapilities that define the latent classes
differ across two or more groups. Whenever it asomable to do so, item-response probabilities

should be constrained to be equal across grouffsasgroup comparisons are made using a
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common definition of the underlying latent classEse second purpose of multiple-groups LCA
is to compare the latent class prevalences acros®sg. For example, in the study by Lanza,
Rhoades, et al. (2010) described above, the pres@lef the risk profiles varied substantially
across race/urbanicity groups. Most notably, tlevg@lence of the Two-Parent Low Risk latent
class was 55% for rural White children, 38% forammrtWhite children, and only 11% for urban
African American children. Because the item-respgm®babilities were constrained to be equal
across groups, these comparisons were based oroapbgharacterized by the same

intersection of risks.

In addition to grouping variables, covariates (alatled exogenous or concomitant
variables in the literature) can be incorporated the latent class model in order to predict
latent class membership (Collins & Lanza, 2010;tbay. Macready, 1988; van der Heijden,
Dessens, & Bockenholt, 1996) or to predict the #tegponse probabilities (Pfefferman, Skinner
and Humphreys, 1998). Most commonly, covariatesiaesl to predict latent class membership
and are added to the latent class model via muttialdogistic regression; covariates can be
discrete, continuous or higher-order terms (e@wess or interactions). For example, by
including alcohol use as a covariate it is possiblEvestigate questions such as, "For a one-unit
increase in alcohol use, how do the probabilitiemiembership in the depression latent classes
change?" Including interaction terms makes it gledb address questions such as whether the
effect of alcohol use on membership in latent dasd depression differs for males and females
(i.e., whether gender moderates the associatiomeleet alcohol use and latent class

membership).
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An extended latent class model including a groupeagableV, withqg =1, ...,Q groups,
and a single covariat¢ can be described as follows (note that the moalelbe extended to

include two or more covariates). The latent classiehcan be expressed as

R; Iyj=rj)
PY=ylV=qX=x)=Y5, Yelq(X) H§=1 Hrj=1 pj,rjllc,q] ’

Iyj=rj)

Wherep].’rﬂc’q

is the probability of responsgto observed variablg conditional on

membership in latent classand groupm, andy4(x) is a standard baseline-category

multinomial logistic regression model (e.g., Agre2002):

eﬁ0c|q +B1cigx

yc|q(x) =P(C=clX=xV= Q) = 1+ 25’;11 ePocriatBicrigx

forc'=1, ..., C-1, and wher€ is the designated reference class. Note thaisnmbdel the

parameters are not dependent on the covaXiate

Estimation

The EM algorithm is usually used to estimate theupeeters of latent class models
(Dempster, et al., 1977; Goodman, 1974). This @lyoralternates between the expectation step
(E-step), and the maximization step (M-step). Athestep of the EM algorithm the current set of
estimates is compared with the set from the prevsiep. When the difference between the
estimates becomes smaller than a specified critetth@ program has converged on a maximum
of the likelihood function. Depending on the likedod function of a given model, there may be

a distinct global maximum, or there may be one oraxlocal maxima.
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The issue of local maxima is critical in latentsdanodels. If there are several local
maxima, the set of starting values will determirf@cl local maximum is reached. It is
important to explore multiple solutions to ensurattthe maximume-likelihood estimates
represent the best solution. This can be done toy&ing the parameters based on several
different sets of random start values. Althoughtibst outcome is one in which a single mode is
identified, it is common to find different solutisrorresponding to different local maxima. In
this case there are several ways to proceed. Qureaqh is to examine the distribution of
solutions and assume that the solution reached ofiest is the best one and thus can be selected
as the final model. A second approach is to séhecsolution with the best fit, which
corresponds to the highest likelihood. A third agguh is to simplify the model being fit, which
will reduce the number of parameters being estichdten this is enough to ensure that just
one solution is reached. Any combination of thgg@@aches can be used together in deciding
upon a final solution. Fortunately, for many latelatss analyses only one solution will be

identified.

Standard Errors

Standard errors are not a by-product of the EMrélyn, although several methods for
obtaining estimates of the standard errors have pemposed. One approach used in most LCA
software programs is a likelihood-based one whisfolives taking the inverse of the information
matrix (see Bandeen-Roche, Miglioretti, Zeger, &aiz, 1997 for technical details). Several
Bayesian approaches also have been proposed, imglilng addition of a mild smoothing prior
so that the information matrix can be inverted (Ru& Schenker, 1987) and a technique called

data augmentation (Tanner & Wong, 1987), wherddtent class variable is imputed multiple
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times so that variance estimates can be obtaimedL@nza, Collins, Schafer, & Flaherty, 2005

for a demonstration related to LCA).

In addition to yielding standard errors for eachapaeter, data augmentation allows for
more complex hypothesis tests involving multiplegpaeters. For example, in some applications
it may be useful to use data augmentation with td Aefine a stability parameter that is the
weighted (by the initial latent class prevalencasj of all transition probabilities that
correspond to membership in the same latent classtione. Group differences in stability can
then be examined. Hyatt, Collins, and Schafer (1@888tains an example of this, as well as an
explanation of how to calculate the difference iagmrtions, relative risks, and associated
standard errors for combinations of LTA parametirshis study WIinLTA (Collins &

Wougalter, 1992) was used to examine differenceélaronset of substance use for females with
early pubertal timing and females who do not exgere early puberty. Early-developing
females were less likely to be in the No Substdyee latent class and more likely to be in the
Alcohol and Cigarettes and Alcohol, Cigarettes,ilenness, and Marijuana latent classes in
both 7" and & grades. Also, early-developing females were mi&edyl to begin using
substances betweell Znd &' grades. Although a group difference in the ovestability in
substance use over time was found in the antiadpditection, this difference did not reach

statistical significance.

Missing Data
As has been reviewed extensively in the missing tii#rature (e.g. Schafer, 1997;

Collins, Schafer, & Kam, 2001), there are threeanelassifications of missing data. If
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missingness on a variabYedepends on the variable itself (e.g., a partidipaa drug use
prevention study avoids a measurement session $etauis using drugs), this is referred to as
missing not at randofMNAR). If missingness olY does not depend ohitself, this is referred

to asmissing at randoniMAR). One example of MAR is missingness cause@dyr readers
failing to finish a drug use questionnaire durimgitervention. The special case of MAR where
the cause of missingness is completely unrelat&tsoeferred to amissing completely at
random(MCAR). (For a thorough introduction to modern sing-data procedures, see Schafer

and Graham, 2002.)

Most LCA procedures, including the program usetheempirical analyses reported
below (PROC LCA; Lanza, et al., 2011), employ a mmasm-likelihood routine that adjusts for
MAR missingness, but not for MNAR missingness. $alvemulation studies have documented
the success of parameter recovery under variousitcmms. For situations where the
parameters are above .8 or below .2 for dichotonuisators, parameter recovery for data that
are MCAR or MAR is not substantially biased regasdl of the amount of missing data, the
sample size, or the latent class model (Hyatt 8liGgl1998; Kolb & Dayton, 1996). It is
important to note that the maximum-likelihood mmgsdata procedure will be fully successful
only if all variables relevant to missingness aduded in the model. If there are variables
relevant to missingness that cannot be includedait be preferable to use a multiple imputation

approach to include these variables (Collins, .e2&i01).
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The Use of Parameter Restrictions

Restricted parameters are eitfiged where the value is set to a particular valuerastd
estimated, oconstrainedo be equal to other parameters in an equivalset;eso that only one
parameter is estimated for the entire set. In ssiaarticle, Goodman (1974) presented the
estimation of restricted latent class models uiiegeM algorithm. Often latent class models are
fit without the use of any parameter restrictidBsch unrestricted models can be quite
informative, and they are especially useful forlekpg new models. However, parameter
restrictions can help perform two important tagkkatent class models: achieving identification

and specifying or testing specific features of aleio

Parameter restrictions can be useful in achiewdegtification, because fixing or
constraining parameters reduces the number of pdeasto be estimated. Underidentification
refers to the situation when there are too mangrpaters to estimate given the information
available in a certain data set. One necessaryiteamdbr identification is that theaumber of
independent parameters to be estimdiedess than theumber of possible response patterns
some cases, such as for latent class models witipdssible response patterns, parameter
restrictions can be used to achieve this condititowever, satisfying this condition does not
ensure an identified model. Having a large samigke relative to the number of response
patterns helps identification. When the sample isizgnall relative to the number of response
patterns (i.e. the contingency tableparsg, parameter restrictions can greatly aid in

identification.
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Second, parameter restrictions are useful toolsgecifying or testing various features
of a model. For example, tipgparameters define the meaning of the latent dassere have
measurement invariance across groups then meahaugfyparisons of the latent class
prevalences can be made. Structural invariancesagmups in the measurement of the latent
variable is a testable hypothesis. The parametiena&es can be freely estimated in one analysis,
and constrained equal across groups in anothar; the fit of the two models can be compared.
As an example, a researcher interested in compgender differences in the prevalence of two
temperament types in a sample of infants may vasgtoimpare a model with all parameters
freely estimated to one in which the item-respgmadabilities by class are constrained equal
across the two genders. If measurement invariapotalss can be established across groups (i.e.,
male and female), this is evidence that the samstaact is being measured in males and
females; therefore, meaningful cross-gender corapasi of the prevalence of the various

temperament types can be made.

The hierarchical or Guttman model (Rindskopf, 1983nother example of a latent class
model for which there is a theoretical justificatim impose parameter restrictions. In Guttman
models, it is assumed that there is an order artftengbserved variables that form a scale. In
models of learning, this order corresponds to iffeedlty of passing each task assessed by the
observed variables. For example, if three skilksraeasured and assumed to be hierarchical in
level of difficulty, and a pass is denotednd a fail denote@, we might restrict the parameters
so that the latent classes correspond to the pat@f0, 100, 110, and 111. The fit of such a
model can then be compared to the fit of an unoéstr model to see if the Guttman scale holds

in the data.
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Model Selection and Goodness-of-Fit

Absolute model fit. Choosing the number of latent classes is an impbigaue and can
be somewhat subjective; the choice can be drivemolty empirical evidence and theoretical
reasoning. For example, if theory suggests thaethee only two temperament types, the fit of a
two-class model can be assessed. A more empipgabach would be to examine models with
two, three and four latent classes to see whialtisol is most interpretable or provides the best
fit. The typical approach to model fit in LCA is tompare the response pattern frequencies
predicted by the model with the response patt@aqguencies observed in the data. The predicted
response pattern frequencies are computed basthe parameter estimates produced in the
LCA. The two most common measures of fit in a qugency table analysis are the Pearson chi-
square statistiog, and the likelihood-ratio statisti6?. The likelihood-ratio statistic has the
advantage that nested models can be comparedbisfibdod-ratio test, with the resulting
statistic distributed as chi-square, and thustesnopreferred to the Pearson chi-square. The

likelihood-ratio statistic is calculated by

obs
G? =2 obslog —
yobsiod 7]

wherey represents a response pattern (i.e., a cell ingdhgéngency table formed by cross-
tabulating all observed variables). This statiskpresses the degree of agreement between these

predicted frequencies and the observed frequencies.

TheG? is asymptotically distributed as chi-square, vdégrees of freedom equal to

number of possible response pattemmausnumber of parameters estimatednus 1. The term
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"asymptotically" means that a chi-square distritmitis a good approximation when the number
of observations in each cell of the contingencyetab sufficiently large. However, latent class
models can often involve large contingency tahiesulting in a contingency table with many
sparsely populated cells. When the r&tik becomes small, whekl¢is the sample size akds

the number of cells in the contingency table, tiséribution of theG? is not well-approximated
by the chi-square distribution. Unfortunately, untteese circumstances the true distribution of
the G? is not known, rendering it of limited utility fanodel selection. This applies to all
contingency table models, and is particularly fem in latent class models with large
numbers of indicators. ForGf difference test comparing two nested models, hewetie
distribution usually is better approximated by tiesquared distribution and thus hypothesis

testing is more reliable.

Relative model fit. A pair of nested models consists of a simpler ehadd a more
complex model. Some parameters restricted in thelsr model are estimated in the more
complex model. Thus, the simpler model can be demsd a version of the more complex
model. Two nested latent class models can be cadatistically by taking the difference of
their G2 values. This difference is distributed as chi-squweith degrees of freedom equal to the
difference in the degrees of freedom associateld tiv¢ twoG?s. If the difference ilG?is
nonsignificant, it means that the more parsimonmuosiel fits about as well as the more
complex model, and thus there is no benefit taregting the parameters in the more complex
model. If the difference i is significant, it means that the additional paggens estimated in
the more complex model are necessary to achievguatkefit. TheG? difference test can be

quite useful when comparing various patterns oapester restrictions for latent class models
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with a given number of classes. For example, aastigator interested in conducting an
omnibus test for gender differences in the prevadef temperament types in infants can fit a
model that constrains thhgparameters (the probability of membership in daafperament type)
to be equal across males and females in one mamttfjit a second model that freely estimates
they parameters. Th@? difference test between the two models will intéoahether or not it is
reasonable to impose this equality restrictiothdfG> difference test reaches statistical
significance, then the conclusion would be thatgrababilities of membership in the

temperament types vary by gender.

Ideally, it would be helpful to use this approacthtlp determine the appropriate number
of latent classes by comparing the fit of two mggdselich as when an investigator wants to
compare a model with two temperament types to aeneih three temperament types.
Unfortunately, two models with different numberdatent classes cannot be compared in this
way because parameters of the simpler model takeondary values of the parameter space
(Everitt, 1988; Rubin & Stern, 1994). In this cae distribution of th&? test statistic is

undefined (McLachlan & Peel, 2000).

Various model selection information criteria haweb proposed for comparing models
with different numbers of classes, including theakde Information Criterion (AIC; Akaike,
1974), Bayesian Information Criterion (BIC; Schwat278), consistent AIC (CAIC; Bozdogan,
1987), and adjusted BIC (a-BIC; Sclove, 1987). Ehaformation criteria are penalized log-
likelihood test statistics, where the penalty is times the number of parameters estimated for

the AIC and the log dl times the number of parameters estimated for tle Besults of a
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simulation study conducted by Lin and Dayton (1991jgest that, although the AIC performs
better than the BIC or the CAIC, the AIC tendstioam the side of selecting models that are
more complex than the true model. Another drawhiachkis approach is that these methods
serve only to compare the relative fit of severablgls under consideration, but do not help in
determining whether a particular model has sulffittiegood fit in an absolute sense. A
parametric bootstrap of the goodness-of-fit meas(referred to as the bootstrap likelihood-ratio
test, or BLRT) has also been proposed for lateaagscinodels (Collins, Fidler, Wugalter, &
Long, 1993; Langeheine, Pannekoek, & van de PA6)1Land has been shown to perform well
for latent class models with item-response prolt&slat or above .8 (Nylund, Asparouhov, &
Muthén, 2007). This method, also referred to as tél@warlo sampling, involves repeatedly
sampling from the model-based parameter estimatgstta distribution of the fit statistic under
the assumption that the model is true. This methields an empirical distribution of the fit

statistic, forgoing the use of a theoretical disttion altogether.

A Bayesian approach to model monitoring using deya® predictive check distribution
has been proposed as a method for comparing medalslifferent numbers of latent classes
(Rubin, 1984; Rubin & Stern, 1994). This is an emapl, simulation-based procedure where the
observed value of the test statistic is compareld 8 posterior predictive check distribution
under the null model to determine if the data amescstent with the null model. Thpevalue
indicates the probability of a result more extreiran the data under the posterior predictive
check distribution of the test statistic. This msappropriate method for comparing two models
where there is a set of parameters distinguistiamt instead of a single parameter. For

example, the posterior predictive check distribuwan be used to test the validity of a five-class
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model versus a six-class model. The first step tdraw a set of parameter values from their joint
posterior distribution using a Markov chain samglapproach; specifically, a data augmentation
algorithm. The second step is to create a datdneetame size as the original using random
draws from appropriate distributions with the choparameter values. The fit of the model to
this imputed data set is assessed, and this pracesseated many times to obtain a distribution
of the fit statistic. This is a very promising lmatmplex approach, and widely available software
for this procedure is not yet available. Hoijtirll©08; Hoijtink & Molenaar, 1997) presents
several examples where the fit of constrained tatkss models are assessed by applying the

posterior predictive check distribution to sevegyabdness-of-fit statistics.

In considering model selection in LCA, it may bepfiel to draw a comparison with
factor analysis. In factor analysis, multiple cantus observed variables are mapped onto
several latent factors. In contrast, the lateraclaodel maps multiple categorical observed
variables onto several categories of a latent kabidn factor analysis both exploratory and
confirmatory approaches can be used in selectmguimber of factors. All factors with
eigenvalues greater than one are often selectaad @xploratory factor analysis. An exploratory
approach to LCA might involve the user fitting aobtslass solution to a data set, then a three-
class solution, and so on, and comparing the vasolutions in a rough way using fit statistics
and criteria. In this framework there is no rulglmimb for selecting the smallest number of
latent classes that can adequately explain thetataiin the data. The closest analog might be to
create a table that summarizes &fevalue, degrees of freedom, and information cetési each
number of classes fit to the data. The most pansious model (i.e., the model with the smallest

number of classes) that provides adequate fit cbelselected as the one with the most
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appropriate number of latent classes. This apprsadbmonstrated in the empirical example on

adolescent depression presented below.

A LATENT CLASSEXAMPLE: ADOLESCENT DEPRESSION
We will illustrate the latent class model by examgnadolescent depression in data from
The National Longitudinal Study of Adolescent HedlAdd Health; Harris et al., 2009). One
theory suggests an underlying latent variable mgdef two mutually exclusive and exhaustive
groups of individuals: those who are depressedlaoge who are not. An alternate theory
hypothesizes that there are several different tgpésvels of depression. These two competing
theories can be examined empirically by fittingesaV different latent class models to the data

set.

The dataset for this example comes from the Addthistudy, which was mandated by
Congress to collect data for the purpose of meaguhie effect of social context on the health
and well-being of adolescents in the United Stakes. first wave of the sample included 11,796
students ¥ through 12 grades who were surveyed between April and Decerib85, and the
second wave included the same individuals intergteagain between April and August of
1996. The sample used in the LCA includes all 1 @d@escents (51.6% male) from the public-

use dataset who were in"lgrade at Wave |.

The prevalence of depression in this sample wikxgored by examining eight
observed variables, listed in Table 1: four indicatof sadness, two indicators of feeling disliked
by others, and two indicators related to feelingiiling at life. These six-level variables were

recoded so that 1 represents never or rarely expeng the symptom in the past week, and 2
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represents experiencing the symptom sometimes, st of the time, or all of the time during
the past week. It is important to have only a fewels for each variable because LCA is based
on data in the form of a contingency table andesre sparseness of cells can lead to problems
in model estimation. As the number of levels withariables increases, so does the number of
parameters in the model. A balance between retainfiormation in the original variables and
collapsing categories must be struck, as identiboacan be difficult to attain when too many

parameters are estimated.

Table 1 about here

The eight observed variables are manifest indisatbthe latent variable Depression. In
our example, LCA will allow us to arrive at a modeht we believe best represents the relation
between these eight variables and Depression. @iatarested in the latent classes of

depression that emerge, and the prevalence ofctash

For our example, we first fit a one-class solutiehijch yielded a5? of 1837.5 with 247
degrees of freedom. We then fit models with twessts, three classes, four classes, and so on,
up to eight classes. Table 2 reports for each mbeediegrees of freedoi®? likelihood-ratio
test statistic, four information criteria (AIC, BJCAIC, and a-BIC), BLRT, entropy, and the
percentage of 1000 sets of random starting vahegsconverged to the maximum-likelihood
solution (referred to as Solution % in Table 2)isTlast statistic indicates how confident the
investigator can be that the maximume-likelihoodutioh, as opposed to a local maximum, was,
in fact, identified. The information criteria sugge¢hat models between four (based on the BIC

and CAIC) and eight (for the AIC) latent classesudtl be considered as optimizing the balance
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between parsimony and fit. Upon careful inspectibthe solutions corresponding to these
models, along with the BLRT, entropy, and solutiénwe selected the five-class soluti@f of

240.6 with 211 degrees of freedom) as our final @hod

Table 2 about here

The Five-Class Solution

Table 3 contains the parameter estimates for Weediass solution. The matrix of item-
response probabilitiep parameters) shows the probability of respondimgetimes, a lot, most
of the timepr all of the timeo each of the eight observed variables given atasbership.
(The probability of respondingeveror rarely to each observed variable given class membership
can be calculated by subtracting this value frofh) Probabilities greater than .50 are marked in
bold to facilitate interpretation, indicating thatlividuals in that latent class are more likely to
report that symptom than not. Interestingly, altjffono restrictions were imposed on the model
parameters, the four indicators of sadness teogéoate similarly, as do the two indicators of
being disliked and the two indicators of failurdeTpattern of item-response probabilities lends
itself to a straightforward interpretation of theeflatent classes; thus, appropriate class labels
can be assigned. Figure 3 presents the pattertenofesponse probabilities graphically.
Individuals in Latent Class 1, Non-Depressed, apeeted to have a low probability of reporting
any depression symptom. Members of Latent ClaSa@, are likely to report experiencing all
sadness-related symptoms but not likely to rep@rtather symptoms. Similarly, Latent Class 3
is labeled Disliked, and Latent Class 4 is callad $ Disliked. Latent Class 5, Depressed, is

associated with a high probability of reportingetiht depression symptoms.
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Table 3 about here

Figure 3 about here

Table 3 also reports theparameters, which represent the prevalence oflagaft class.
Note that these parameters must sum to 1, as ¢ipegsent the distribution of a discrete random
variable. The Non-Depressed latent class has tieeki prevalence, with 39% of the sample
expected to be members of this class. We expect 23%, and 15%, respectively, to be in the
Sad, Disliked, and Sad + Disliked classes. Onlyar&expected to experience the highest level

of depression.

Multiple-Groups L CA: Gender Differencesin Depression Classes

Now that a five-class model for depression has lesésblished in this sample of
adolescents, it may be useful to examine how teegbence of each depression latent class
varies across different groups. For example, wehtrbg interested in whether the prevalence
rates vary for males and females. This can be tigated by estimating theandp parameters
for each group and comparing the latent class praeas. However, in order for these
comparisons to be meaningful, it may be usefuirtpase measurement invariance across
gender. This involves applying constraints such ¢aah item-response probability is the same
for males and females. The unrestricted five-ctasdel where all parameters are freely
estimated for both genders, and an alternative hnolgere measurement is constrained to be

equal across gender, are nested and can be comtiaetty using & difference test. This test
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will indicate whether it is reasonable to concltlat there is measurement invariance across
groups. Because this test can be highly sensithenwnany parameters are involved, however,
it also can be useful to examine information ciéén deciding whether the restricted model
(with equal measurement for males and femaleg)ficent. In our example, the model with all
parameters estimated freely haS?%of 384.8 with 423 degrees of freedodf; (AIC = 560.8,

BIC = 996.3), and the model that imposes measureimeariance across gender haG%of

441.2 with 463df (AIC = 537.2, BIC = 774.8). Thé&”difference test is significan6f = 56.4,df

= 40,p = .04), indicating that there are some differertmetsveen males and females in the
measurement model. However, the information catstiggest that the more parsimonious
model is preferable given the numbedbtaved. After considering the measurement models fo
males and females when measurement varied acraggsyiwe decided to impose measurement

invariance by constraining tipeparameters to be equal across gender.

Table 4 shows results for a latent class modekpfession with gender as a grouping
variable. The matrix of item-response probabiliteesery similar to that in Table 3. The latent
class prevalences for males and females can nawerbpared. We can conduct an omnibus test
for differences in the distribution of males anthédes' prevalence of depression by constraining
all elements of the vector gfparameters to be equal across gen@ér(467.8,df = 467), and
comparing that to our present modef & 441.2 df = 463). TheG? difference test is highly
significant G® = 26.6 with 4df), indicating that the prevalences of the five haiglasses of
depression differ substantially between males anthfes. Table 4 shows that the proportion of
adolescents expected to be in the Depressed Esmstis similar for males and females (.06 for

each group), but the Non-Depressed latent clas®is prevalent among males (.44 for males



Latent Class Analysis 32

versus .30 for females). In addition, gender déferes appear in the middle levels of depression.
Female adolescents are more likely to be in thel&adt class (.25 versus .18) and the Sad +
Disliked latent class (.22 versus .12), whereasradblescents are more likely to be in the
Disliked latent class (.20 versus .16). Figure dvshthe gender differences in the prevalences of

depression latent classes.

Table 4 about here

Figure 4 about here

L CA with Covariates: Predicting Depression Latent Class M ember ship

Covariates can be used to predict latent class raeship in much the same way that
predictors of an observed categorical outcome eamsld in logistic regression analysis. An
indicator for academic achievement (Grades) wilifm®rporated as a covariate in the model
involving five latent classes of depression to datee whether it is a significant predictor of
membership in the different latent classes. Thal€aovariate represents the average grade on
a four-point scale across English or language ar&ghematics, history or social studies, and
science, and is based on the most recent gradnnafpees reported by the adolescem&én=
2.78,sd=.75). A multinomial logistic regression model wsgeecified to predict latent class
membership from Grades; because the outcome it |#te logistic regression parameters are
estimated simultaneously with the latent class rhsdehat class membership uncertainty is

taken into account. The Non-Depressed latent glassspecified as the reference group so that
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any effect of Grades could be expressed in terntscodased odds of membership in each latent
class involving depression symptoms relative toldent class involving no depression
symptoms. The specification of a different refeeefatent class would yield a mathematically

equivalent solution, but provide parameter estisiéltat express the association differently.

Table 5 shows the logistic regression parameténatds, denotef, as well as the
corresponding odds ratios (exponentiggsfland inverse odds ratios. Odds ratio confidence
intervals not containing the value 1.0 indicatégaificant effect of Grades. The results suggest
that having higher grades is associated with laydels of membership in the Disliked and

Depressed latent classes relative to the Non-Dsgddatent class.

Table 5 about here

LONGITUDINAL EXTENSIONS: REPEATED-MEASURESLCA ANDLTA

Often investigators in psychology are interestedemnelopmental processes; that is, how
constructs change over time. Development is oftemacterized by increases or decreases in a
particular continuous variable over time. Howegralitative development can also be
examined by modeling how individuals pass througfiegories or stages over time. Examples of
stage sequences are abundant in psychology. Tindade Piaget's stage model of cognitive
development (Piaget, 1973), Freud's stages of psydml development (Freud, 1961),
Kohlberg's stage sequence of moral developmentlfi€odp, 1966), and Erikson's stages of ego
identity (Erikson, 1950)Several extensions of LCA to repeated-measureshdata been

proposed. Below we introduce two different framekgadior applying LCA to repeated-measures
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data: repeated-measures LCA and LTA. We then exdendnalysis of adolescent depression to

two time points and demonstrate LTA in the contefxhis example.

Repeated-measures LCA involves fitting a standateht class model, but using as
indicators one or more observed variables that wesessed at multiple time points. In this case,
the latent classes are characterized by discontgpatterns of change over three or more times.
As an example, Lanza and Collins (2006) presenteslght-class model fit to six repeated
assessments of past-year heavy episodic drinkengicpants comprised a national sample
assessed at Time 1, high school; Times 2 and @geshge; Times 4 and 5, young adulthood;
and Time 6, age 30. Each latent class represertegydudinal pattern of heavy drinking. For
example, the 2.6% of participants in the College Anly latent class were characterized by the
absence of heavy drinking in high school, youndgtadod and adulthood, but engaged in the
behavior during college ages. Although heavy drigkiates among college students did not
exceed heavy drinking rates among the non-collegjedup at any age, college-enrolled
individuals were significantly more likely to belgmo the College Age Only latent class. Non-
collegiate individuals, however, even those whoenst drinking heavily during high school or

college ages, were found to be at increased riskdavy drinking during adulthood.

LTA is another extension of LCA to repeated-measulaa (Collins & Lanza, 2010;
Collins & Wugalter, 1992). Continuing our examimetiof adolescent depression, we describe
LTA in the context of examining stability and chang depression during adolescence. In LTA,
individuals transition between latent classes owvee; in other words, change over time in a

discrete latent variable is measured. This framkywoovides a way to estimate and test models
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of stage-sequential development (i.e., changetémiaclass membership over time) in
longitudinal data. This approach allows researcteestimate the prevalence of latent classes
and the incidence of transitions to different latdasses over time for multiple groups and to
predict initial latent class membership and traosg over time. It is worth noting that the
multiple indicator latent Markov model (Langeheii894; Langeheine & Van de Pol, 1994;
Macready & Dayton, 1994) is closely related to L' Below some applications of LTA in the
behavioral sciences are briefly described. The Inf&hematical model and related issues are

then presented by extending the empirical exampladwmlescent depression.

Previously we discussed the modeling of substaseenset and smoking cessation
within the latent class framework. Because indigiduclass membership in each of these
sequences can change over time, it may be integetsticollect data at more than one wave and
examine patterns of change between consecutiva tiie transtheoretical model of behavior
change presented earlier (see Figure 2) is, ircdss, a sequence of four stages:
precontemplation, contemplation, action and maenten. LTA has been used to test competing
models of smoking behavior as individuals move frame stage to another (Velicer, et al., 1996;
Martin, et al., 1996). As another example, the steguential model of substance use onset has
been examined extensively using LTA: Collins e{&997) examined the relationship between
heavy caffeine use and adolescent substance user. €@ivariates of substance use onset have
been explored using LTA, including pubertal timiiityatt & Collins, 1999), parental
permissiveness (Hyatt & Collins, 2000) and exposaradult substance use (Tracy, Collins, &

Graham, 1997).
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A similar application of LTA incorporated a DSM-diagnosis of alcohol abuse and
dependence (AAD) at age 21 as the grouping variableé modeled group differences in the
transitions through alcohol use during elementanigdle, and high school (Guo, Collins, Hill, &
Hawkins, 2000). The behavior was characterized thighfollowing four latent classes: Nonuse,
Initiated Only, Initiated and Currently Using, almitiated and Currently Using With Heavy
Episodic Drinking. Different drinking patterns thexherged in middle and high school were
related to individuals' subsequent AAD diagnosistrént alcohol use in middle school was
related to an AAD diagnosis at age 21, as was hepigpdic drinking in high school. This
evidence suggests the need for different intereantrograms at various developmental periods

throughout adolescence.

More recently, Maldonado-Molina and Lanza (2010ndastrated LTA as a useful tool
for testing research questions motivated by thevgay hypothesis of drug use (Kandel, 2002).
LTA provided a way to clearly operationalize ansttgateway relations between two different
drugs. Data from a national sample of adolescerts wsed to test gateway relations between
cigarettes and marijuana, alcohol and marijuand,aeohol and cigarettes. Results suggested
that alcohol use served as a gateway drug for leant cigarette use and recent marijuana use,
but statistical evidence was not found for cigaets a gateway drug for either alcohol or

marijuana use.

LTA has also been used to model change from yegedoin the safety of sexual
behaviors among injection drug users (Posner, @lliongshore, & Anglin, 1996). Four

subscales were used to estimate transitions intlaless membership across two times:
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knowledge, denial of personal risk, self-protectiehaviors, and sexual risk behavior. A six-
class solution that allowed individuals to movety latent class over time fit the data well. The
six latent classes were labeled High Risk; Knowie@aly; Safe Sex Only; Sex Risk; Low Risk,
but Denial; and Low Risk. It was found that indivads moved to a different latent class over
time quite often, indicating that sexual behavimvention efforts should be ongoing and

provided to all injection drug users regardlesthefsafety of their current sexual behaviors.

LTA can be used to aid both the design and evalnatf intervention programs.
Competing models can be fit in order to describeetigpmental processes for which researchers
may want to develop intervention programs. In addjtby incorporating a grouping variable, it
is possible to determine whether certain subgradipise population are at higher risk, providing
useful information to researchers as they desitgrvantions for prevention or treatment. For
example, Collins et al. (1994) explored differenresubstance use onset for Anglo, Latino, and

Asian-American adolescents and discussed possilkciations for intervention design.

LTA also allows researchers to assess the effessseof interventions by incorporating
treatment as a grouping variable. Because the mégwocess is broken down into a stage
sequence, differential effects of the interventan be identified. The Adolescent Alcohol
Prevention Trial (Hansen & Graham, 1991) was aakhased substance use intervention
program. LTA was used to evaluate the effectiveéssnormative education curriculum. An
overall program effect was detected, such thaviddals who received the education were less
likely to advance in substance use betwe®ant! §' grades. More specifically, adolescents who

received the education were more likely to stathenNo Use latent class iff §rade if they
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were in that stage if™grade, and less likely to begin advanced use guriat time (Graham,

Collins, Wugalter, Chung, & Hansen, 1991).

We will present LTA by modeling change in depresgiom 11" grade to 19 grade.
Building on the previously described latent clasameple, we will use the same eight observed
variables from the Add Health depression indexhia case measured at two times. The sample
used in this longitudinal analysis includes allladoents who were in figrade at Wave | and
12" grade at Wave 1. We will explore gender differesiin the stability of depression over time.
First an overall model will be fit to the two wavekdata for all adolescents, followed by a

model incorporating the grouping variable sex.

The mathematical model will be presented in termB imes of measurement, with
depression as the dynamic (changing) latent vazidtbdte that the model can be extended to
include a grouping variable and covariates; thesensions are discussed below (we refer
readers to Collins & Lanza, 2010 and Lanza & Csllip008 for mathematical details of this
extended model). There aBe=1, ...,.Slatent classes at Time 1 a8¢d= 1, ...,Slatent classes at
Time 2. Lety represent a response pattern, a vector of possifi®nses to the eight observed
variables indicating latent class membership atelinand the same eight variables at Time 2
(i.e., a cell of the contingency table made by stalsulating all observed variables in the model).
In this example, the response pattern is a vectmtenup of the eight depression indicators at
Time 1 and the same eight indicators measuredna¢ Pi. LetY represent the complete array of

response patterns. The LTA model can be expresstdl@awvs. Using an indicator function
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I(y;: = 1j,) that equals 1 when responsgis given to variablg¢ at Timet, and equals 0

otherwise, the probability of observing a particulssponse pattern, PE y), is expressed as

N

S T ] Rj
_ _ IYjt=Tje)
P(Y=y) = Z Z 551T52|51..-T5T|5T_11_[ 1_[ 1_[ Pejrrs

s1=1 st=1 t=1 j=1 rj=1

wheredg, is the probability of membership in latent clagst Time 1 (e.g. the probability of
being in the Sad latent class irfh]grade);rsﬂs1 is the probability of membership in latent class

s, at Time 2 conditional on membership in latentgkgsat Time 1 (e.g. the probability of
membership in the Sad latent class iff §ieade given membership in the Not-Depressed latent

class in 11 grade); angb, jr is the probability of responsg, to observed variablgat Time

st
t, conditional on membership in latent classt Timet (e.g., the probability of reporting that

one “Could not shake the blues” in"lgrade given membership in the Sad latent clagsat

time). In general, there can be any number of efeskvariables and response categories, and the
number of response categories can vary acrosslesiads in LCA, LTA employs the EM

algorithm. Issues of model selection and fit aeniital to those in the latent class framework.

The use of parameter restrictions serves the samp®ge as in a latent class framework.
However, there are several reasons why theseatests often play a larger role in LTA models.
First, because complex models are often estimatedA, the number of parameters involved
can be quite large. Imposing restrictions on thraim&ters can greatly aid in model
identification. Second, as in all longitudinal mtgjet is important to consider the issue of

measurement invariance over time. This can be exgblby imposing constraints across the sets
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of p parameters, or item-response probabilities, estichat each time. Constraining these
parameters to be equal across times ensures ¢éhataaning of the latent classes remains
consistent across times. If the measurement istatally identical at both times then changes in
the class membership over time can be attributkdysio development rather than development
mixed with changes in the relations between theatidrs and the latent variable. Third,
parameter restrictions often play an important tetcal role in the transition probabilities;
restrictions can be imposed to test the natureweéldpment over time. For example, models
allowing all thet parameters to be freely estimated (implying theiviiduals can move between
latent classes freely over time) can be comparadaels which do not allow backsliding to

stages earlier in a stage sequence by fixing cergaarameters to O.

Table 6 presents results from a latent transitiod@hwith five latent classes of
depression across two times. Measurement invariacrass time was tested by comparing a
model with allp parameters estimated freely to one in wipigharameters were constrained to be
equal across time. TH&? difference test for these nested model3?g=33.1 with 40df, p >
.05. This test provides evidence that measuremeatiance over time holds. Therefore, all
subsequent findings are based on the more parsom®model (i.e., one in which measurement

was constrained to be equal over time).

Table 6 about here
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The depression latent class prevalences at eadb gheaw that the overall proportion of
students at each level is quite stable betwe&rahtl 13" grades, with a slightly higher
proportion in the Non-Depressed latent class grade. The matrix of transition probabilities
provides information about intra-individual charigelepression betweenand 13" grades.
Elements on the diagonal are bolded; these numbpresent the probability of membership in a
particular depression latent class if'tade conditional on membership in the same dsjomes
latent class in TLgrade. Interestingly, it is estimated that 75%adblescents in the Non-
Depressed latent class af"igrade were in that same latent class a year [Berprobability of
being in the same depression latent class overisirs@mewhat lower for the Depressed latent

class (65%), and considerably lower for the renmgrihree groups.

Multiple-GroupsLTA and LTA with Covariates

Grouping variables and covariates can be incorpdriat LTA in much the same way as
in LCA (see Collins & Lanza, 2010 for a detaile@gentation of LTA, including multiple-
groups LTA and LTA with covariates). Multiple-grosih TA is useful when a test of
measurement invariance across groups is desire of more scientific interest is an
examination of group differences in latent classsptences and in transition probabilities. In our
empirical demonstration we next incorporate gemdea grouping variabl&NE538 males,
N=506 females) in order to examine gender differemee¢he prevalence of depression classes
and in the incidence of transitions over time ipréssion. The parameters were constrained to
be equal across time and gender so that the lelessses of depression are defined in the same
way in 11" and 13" grades for males and females. Table 7 shows thetlelass prevalences at

each time and the transition probabilities for maad females. As seen by the overall latent
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class membership probabilities, the prevalencéeilisliked latent class increases over time for
males, from 23% to 27%, whereas the prevalencesdses for females, from 17% to 12%. The
relative increase in the prevalence of the Non-Bgged latent class was larger for females (26%

to 35%) than for males (37% to 39%).

Table 7 about here

Overall, the pattern of transition probabilitiepaprs to be generally similar for males
and females. For example, 72% of"igrade males in the Non-Depressed latent clasg 2%d
of those in the Sad latent class are in this sameai class in #2grade. Similar rates of
membership in the same latent class over timelagerged for females (79% for Non-Depressed
and 45% for Sad). However, several interestingsbbtle gender difference in the transition
probabilities emerge. Notice that, among adolescenthe Non-Depressed, Sad, Disliked, or
Sad+Disliked latent class in  jrade, males appear to be more likely than femaleésnsition
to (or remain in) the Disliked latent class if"igtade. In contrast, among adolescents in the
Disliked latent class, females appear to be m&edylithan males to transition to the Depressed
latent class (20% for females versus 5% for malH&se parameter estimates also indicate that
females are less likely than males to remain inibpressed latent class over time (54% for

females versus 79% for males).

Covariates can be included in LTA models in ordepriedict initial latent class
prevalences or to predict transitions over timevieen latent classes (e.g., Humphreys & Janson,
2000; Lanza & Collins, 2008; Pfefferman, et al.989Reboussin, Reboussin, Liang, &

Anthony, 1998). In the current example, includinga&riates would allow us to address
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guestions such as (1) “How does involvement in Isigihool sports relate to depression latent
class membership in Tgrade?” (2) “Does this relation vary across geftiand (3) “Given

11"-grade depression class, how is regular alcohotelated to 19-grade depression class?”

As another example of LTA with covariates, Lanzd @wollins (2008) fit a latent
transition model of adolescent sexual risk behaa@oss three annual time points. The five
latent classes that emerged were Nondaters, Mommggraters, Multi-Partner Safe, and
Multi-Partner Exposed. By including a covariate swging recent heavy episodic drinking
(drunkenness), they were able to address questiolsling (1) “How does drunkenness relate
to membership in the five latent classes?” andKa) each initial class of sexual risk behavior,
how is drunkenness related to the probability ahsitioning to a latent class characterized by
high-risk sexual behavior?” The authors found Halescents who reported drunkenness at
Time 1 were 8.4 times more likely than adolesceptseporting drunkenness to belong to the
high-risk class Multi-Partner Exposed relativelie Non-Daters class. Further, Time 1
drunkenness was found to be a significant riskofaictr making a transition to high-risk sexual
behavior, particularly among adolescents who weitally in the Non-Daters and Daters latent

classes. The inclusion of covariates in LTA canvte a nuanced view of the behavior change.

SOME RECENT EXTENSIONSTO LCA
Here we describe several extensions of LCA and LA3Awell as other closely-related

finite mixture models that hold much promise fodebsing questions in psychology research.
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Associative LTA

Recently, the LTA framework has been extended tdehtwo developmental processes
simultaneously over time (Bray, Lanza, & Collin§18; Flaherty, 2008a,b). Associative LTA
(ALTA) can be used to address a number of intergsesearch questions, including how one
discrete process (e.g., transitions through latkrstses of substance use) predicts another (e.qg.,
transitions through latent classes of depresskenr) example, this approach would be useful to
address questions about how transitions over tmakepression are linked to transitions in
drinking patterns. Suppose we wish to examineahigvel and changes in depression (say, as
modeled in our example discussed previously) agrilate to initial level and changes in
drinking patterns. Some questions may pertaindingle time of measurement; for example,
how are people in various drinking pattern latdasses (e.g., No Use; Infrequent Light
Drinking; Infrequent Heavy Drinking; Frequent Hedvyinking) at one time of measurement
distributed among depression latent classes? Asguent Heavy Drinkers more likely to be in
one depression latent class than another? Alsdsrapient Heavy Drinkers more likely to be in
a particular depression latent class than InfregHeavy Drinkers? Other questions may pertain
to change over time. With ALTA, interesting and quex patterns of contingent change can be
examined. For example, are people who change frord$¢ to Infrequent Heavy Drinking,
compared to those who remain in the No Use latesscmore likely to transition from no
Depression to a particular depression latent classpeople who remain in the Infrequent Light
Drinking latent class more or less likely to remairthe No Depression latent class, compared
with those who advance from the Infrequent LighinRing latent class to a more advanced level

of drinking behavior?
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ALTA can be used to examine cross-sectional angdifodinal associations between
processes, which may stem from lagged or concuefétts of one process on the other. It can
also be used to test specific hypotheses abows tféects. Applications of the ALTA approach
have examined the links between alcohol use andasé&ehavior (Bray et al., 2010), tobacco
use and alcohol use (Flaherty, 2008a), psycholbgiate and substance use (Flaherty, 2008b),

and negative affect and alcohol use (Witkiewitz &8arroel, 2009).

Group-Based Trajectory Analysis

Over the past decade, an extension of LCA calledmbased trajectory analysis (Nagin,
2005; Nagin & Tremblay, 1999) or general growth tmig modeling (Muthén & Shedden, 1999)
has been applied in many studies. Using this frabnkeviheterogeneity in intra-individual
development is examined by modeling subgroupsateatdentified by individual growth
parameters, such as intercept and slope. In otbefsytwo or more latent classes are estimated,
each of which is characterized by a different mgranwth curve trajectory. For example, Nagin
and Tremblay used this approach to identify foternaclasses of individuals based on their
trajectory in physical aggression from age 6 toTlte latent classes included a subgroup
characterized by low aggressive behavior over {itde4%), a moderate declining subgroup
characterized by desistance in adolescence (53&#tyh declining subgroup characterized by
elevated aggression in childhood but a modest levatlolescence (27.6%), and a subgroup of
individuals displaying chronic aggression acrogswiole range of ages (4.3%). Predictors of
latent class membership can be included as coeanatthis framework in order to study

characteristics that are related to the differavietopmental patterns.
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Other Variations of Mixture Models

Mixture models such as LCA provide an opportunitgxplore and explain
heterogeneity in populations by identifying a se$ubgroups comprised of individuals with
shared characteristics. ALTA and group-based trajg@nalysis are two different approaches to
understanding heterogeneity in developmental psssesr behavioral patterns over time. There
are numerous other mixture models that hold profmeiseesearch in psychology; an edited book
by Hancock and Samuelson (2007) includes introdostto and applications of several of these.
One such model is the mixture item response th@Bfy) model (e.qg., Mislevy, Levy,
Kroopnick, & Rutstein, 2008), which relaxes theuasption that the performance tasks behave
in the same way for all examinees. This approadualthe examinee and task parameters to be
conditioned on latent class, and may be usefuktealing population subgroups based on, for
example, the cognitive strategies they employquenfiorming tasks. Another mixture model that
may be useful in psychological research is theofattixture model (Lubke & Spies, 2007). An
example by Kuo, Aggen, Prescott, Kendler, and NE#68) demonstrated how a model
involving both a continuous factor and a latensslaariable provided better fit to alcohol
dependence measures than either a factor modeaterd class model alone. The three-class
factor model was used to identify groups labeled{Rooblem Drinking, Moderate Dependence,
and Severe Dependence. This type of mixture modglpnovide a basis for an alternative

classification system to the DSM-IV diagnostic syst

Multilevel LCA
Random effects (or mixed) models are popular imasscience research. They provide a

powerful way to accommodate clustered responseshwiplate the standard data analysis
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assumption that observations are independently Isgimiduch of the work in this domain has
been in the area of regression modeling (e.g., ®auash & Bryk, 2002; Hedeker & Gibbons,
1994; Hedeker & Mermelstein, 1998). The inclusibmamdom effects in both latent class (Qu,
Tan, & Kutner, 1996) and latent transition (HumptseLl998) models has been discussed, and
multilevel LCA is receiving growing attention. Fmistance, multilevel LCA recently has been
used to examine cigarette smoking in rural comnmesiHenry & Muthén, 2010), individual-
and community-level predictors of heavy alcohol (Redskopf, 2006), intervention effects in
group-randomized trials (Van Horn, et al., 2008)J gender differences in mathematics

achievement (Muthén & Asparouhov, 2009).

By adding random effects to the latent class matlsl,possible to expand the
assumption of conditional independence to inclingesituation where item-response
probabilities are conditionally independent givateht class membership and unmeasured,
subject-specific random effects. These random &ffaccount for unmeasured factors that
induce relations among item responses beyond thas¢o latent class membership. Two
common situations that often employ random effactsrepeated measures on the same person

and a design with people nested within organizatliwe schools.

Consider the case of students nested within classsoThe incorporation of random
effects makes it possible to account for the flaat students in the same classroom tend to report
more similarly than students in different classrgoRather than measuring and modeling all the
different factors that could be causing this obsdrsimilarity, random effects models account

for the similarity automatically. This would allofigr example, the probability of belonging to a
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particular depression latent class to vary acrtassmoms and the item-response probabilities
for the depression latent classes to be held conataoss classrooms. This conceptualization of
multilevel LCA is known as the parametric appro@¢armunt, 2003, 2008; Asparouhov &
Muthén, 2008). A competing nhonparametric approashdiso been discussed (Vermunt, 2003,
2008; Asparouhov & Muthén, 2008). It could be usedientify, for example, latent classes of
classrooms that have similar high and low probadsliof membership in the depression latent
classes in order to account for the random effefct$assrooms. These two approaches focus on
latent class-specific random effects, but it i®adessible to incorporate item-specific random
effects (Asparouhov & Muthén, 2008; Henry & Muth&0,10) that can be used to examine, for
example, how classrooms influence the individuaesbed variables that measure the
depression latent classes. Note that random efflecte®t normally constitute factors that are of
substantive interest. If there were additional safts/ely interesting variables that accounted for

within-class similarity, then these other factdned be measured and modeled explicitly.

Additional Types of Indicators

The latent class model can be generalized to acaulate ordinal and continuous
indicators. For example, Kim & Béckenholt (2000¢gpented the stage-sequential ordinal (SSO)
model. The SSO model estimates stage-sequentialafement measured by one or more ordinal
indicators. Measurement error in the ordinal datastimated according to a graded-response
model (Samejima, 1969), which assumes that theae i;mderlying continuous characteristic
that is discretized to form an ordinal scale. warand ratio-level indicators have been added
by modeling them as normally distributed, conditibon latent class membership (Moustaki,

1996). In this model, categorical indicators aeated the same as they are in the basic latent
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class model and continuous indicators are accomtaddey regressing them on the latent class
variable. As with the categorical indicators in thtent class model, the continuous indicators
are assumed to be conditionally independent giaimt class membership. Just as the item-
response probabilitiep parameters) characterize the relation betweetataet variable and the
categorical indicators, means and residual varmn€¢he continuous indicators characterize the
relation between the continuous indicators anddtent class variable. If the mean levels of a
continuous indicator are different across the latdasses and the within-class residual variance

is small, then that observed variable does a golba{ discriminating among the classes.

AREAS FOR FUTURE RESEARCH RELATED TO LCA

One area where more work is needed is statistmaepfor testing the fit of complex
latent class and latent transition models. In otdexrssess the statistical power of any test
involving theG?, the distribution of th&? under the alternative hypothesis, (i.e., the notmaén
distribution), is needed. Because the centralitligion of theG? is unknown when the
contingency table is sparse, it follows that thagemtral distribution is also unknown. Of
course, the usual factors that affect statistioslgr of a test statistic (namely, sample size,
choice of alpha, and effect size) operate in thigext, which in model selection is the overall
difference between the true model and the modetiuoohsideration. A parametric bootstrap
procedure can be used to empirically derive theibligion of theG? test statistic under the
alternative hypothesis, providing one basis fodging factors related to the power of detecting

underlying latent classes.
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In addition to statistical power considerationgrthare other sample size considerations
in LCA and LTA. Sparseness can impair paramet@masion. Several simulation studies
(Collins and Wugalter, 1992; Collins et al., 19€&illins & Tracy, 1997) have demonstrated that
parameter estimation in LTA remains unbiased ererery sparse data tables. However, the
standard errors of certain parameters can becoaxxeaptably large. This is particularly true for
thet parameters, because these transition probab#giteesonditioned latent class membership
at Time 1, and thus often based on considerablylaniNs than the other parameters. In
addition, estimation of the effects of covariatedatent class membership and on transition
probabilities can be increasingly problematic a&sgness increases. This is of particular
concern when predicting latent class membershtpaasitions that are quite rare. Bayesian
methods, specifically the inclusion of data-deriyewr information, have been highly effective

for solving some of the issues related to sparseinelsCA and LTA (e.g., Lanza et al., 2011).

Another area for future research is relating latdsds membership to later outcomes.
There are currently two dominant approaches, botblving a classify-analyze strategy. The
first approach is to assign individuals to latdasses based on their maximum posterior
probability, and then conduct the analysis (eegressing the distal outcome on latent class
assignment) as if latent class membership is kndis strategy does not take into account
uncertainty associated with latent class membershgoefore, inference regarding the
association between the latent class variable fandistal outcome may be biased. The second
approach, referred to as the multiple pseudo-desss technique, involves multiple (e.g., 20)
random assignment to latent classes with probglajtial to an individual’s posterior

probabilities (Wang, Brown, & Bandeen-Roche, 200%)s approach yields multiple datasets,
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each containing a variable indicating class assagrirbased on that particular draw. The
association between latent class membership andigted outcome is calculated within each
dataset, and then results are combined acrosstatAs advantage of the first approach is that
the technique is conceptually and computationafgightforward; the primary advantage of the
pseudo-class draws approach is that it attemptkeouncertainty in latent class membership

into account by averaging over multiple draws.

Another area for future consideration is the use@A as a measurement model to
develop assessment tools. Work is being done srtdpic in sociology with a focus on survey
data (see Biemer, 2011), and much of this work beayelevant to research in psychology. Use
of LCA as a measurement model is particularly intgoatrif one plans to assign people to latent
classes; for example, in the context of adaptigatinent assignment. The latent class model is,
in fact, a measurement model for an unobservedjcatal variable, but in most applications it
is used in an exploratory fashion, where the latéags solution provides a way to model
heterogeneity in the data. By using LCA as a measant model, however, psychologists would
be able to identify indicators that are most hdlpfuneasuring the underlying variable, as well
as indicators that are not helpful and might beawsd from future surveys. This approach could
lead to the development of widely-used psycholdgisaessment instruments for measuring

underlying subgroups that cannot be directly olbesgdrv

CONCLUSIONS
The usefulness of latent class models in psychcédgesearch will continue to grow as

the model is extended. Important steps have alrbady taken to improve the utility of this
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method, including extensions to longitudinal datggrovements in the assessment of model fit,
and the incorporation of continuous predictorsabéht class membership. Additional work in
areas such as estimation with small sample sizgdan methods, concomitant variables and
two-sequence models will further increase the paidatent class and related methods. LCA
and LTA play an important role in understandingegatical latent constructs in psychology and

their related processes of change over time.
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Table 1

Frequency Distributions for Eight Observed Variabfeom the Add Health Feelings Scale:

Percent of Students who Reported Symptom Sometito&dlost/All of the tim®uring the

Past Week
Time 1: Time 2:
11"-Grade 12"-Grade
Frequency Frequency
(Valid %) (Valid %)
Male Female Male Female
Sad Indicators
Could not shake blues 147 191 110 165
(27.3) (37.8) (24.1) (37.2)
Felt depressed 197 248 153 200
(36.6) (49.1) (33.6) (45.1)
Felt lonely 187 222 148 184
(34.8) (44.0) (325 (41.9
Felt sad 230 286 175 238
(42.8) (56.6) (38.4) (53.6)
Failure Indicators
Thought life was a failure 74 74 62 75
(13.8) (14.7) (13.6) (16.9
Felt life not worth living 53 56 40 48
(9.9) (11.1) (8.8) (10.8)
Disliked Indicators
People unfriendly to you 178 179 154 150
(33.1) (35.5) (33.8) 33.78
People disliked you 163 185 137 146

(30.3) (36.7) (30.0) (32.9)

Note: All indicators were coded 1 = never/rarely durihg past week, 2 = sometimes/a

lot/most/all of the time during the past week.

Note:N = 1043 at Time IN = 900 at Time 2.
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Table 2

Latent Class Analysis

Goodness-of-Fit Criteria for Various Latent Classdiéls at Time 1 (f1Grade)

68

Number Degrees

of of Entropy Solution
Classes Freedom G? AIC BIC CAIC aBIC BLRT R %

1 247 1837.5 1853.5 1893.1 1901.1 1867.7 --- 1.0 100

2 238 557.6 591.6 6757 692.7 621.7 .001 .78 100

3 229 400.4 4524 581.1 607.1 4985 .001 73 35.3

4 220 286.4 356.4 529.7 564.7 4185 .001 T2 99.4

5 211 2406 3286 5464 5904 406.7 .001 .76 47.7

6 202 2106 316.6 5789 6319 4106 .007 e 14.7

7 193 179.2 303.2 610.1 6721 4132 .002 .76 25.0

8 184 158.6 300.6 652.1 723.1 426.6 .102 75 34.9

Note: Solution % is the percentage of times solution sedscted out of 1000 random sets of

starting values. Dashes indicate criterion wasca@dulated for the model. Bold indicates

selected model.
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Table 3

Parameter Estimates and Standard Errors for Latelaiss Model at Time 1: Latent Classes of

Depression in 11 Grade

1 2 3 4 5
Non- Sad +
depressed Sad Disliked Disliked Depressed
Latent Class Prevalences
.39 23 A7 15 .07
(.04) (.02) (.04) (.03) (.02)
Observed Variable Item-Response Probabilities
Could not shake blues .03 54 A7 .66 .90
(.01) (.05) (.06) (.06) (.05)
Felt depressed .06 73 24 .86 1.00
(.02) (.05) (.07) (.06) (.00)
Felt lonely .07 .58 .33 7 92
(.02) (.04) (.08) (.05) (.05)
Felt sad 14 .80 .38 87 .94
(.03) (.04) (.08) (.04) (.04)
Thought life was a failure .01 A1 .10 .23 .90
(.01) (.03) (.04) (.06) (.09)
Felt life not worth living .00 .06 A1 10 .85
(.01) (.02) (.04) (.06) (.15)
People unfriendly to you A3 A7 .64 .67 .70
(.03) (.04) (.08) (.04) (.06)
People disliked you .04 .00 .68 1.00 7
(.03) (.00) (.15) (.00) (.06)

& Probability of reporting symptom “sometimes/anadst/all of the time” during the past week.

Note: ltem-response probabilities greater than .50 apipdzold to facilitate interpretation.
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Table 4

Parameter Estimates and Standard Errors by GenaeTime 1 (11 Grade) Five-Class Latent

Class Model, Item-Response Probabilities Constichifgual Across Gender

1 2 3 4 5
Non- Sad +
Gender Depressed  Sad Disliked  Disliked Depressed
Latent Class Prevalences
Male 44 .18 .20 A2 .06
(.04) (.03) (.05) (.03) (.02)
Female .30 25 16 22 .06
(.04) (.05) (.05) (.04) (.02)
Observed Variable Item-Response Probabilities
Could not shake blues .03 54 14 .66 .89
(.01) (.05) (.05) (.06) (.05)
Felt depressed .05 74 .26 .83 1.00
(.02) (.05) (.07) (.05) (.02)
Felt lonely .07 57 .30 .79 92
(.02) (.04) (.07) (.05) (.05)
Felt sad 13 .80 37 87 .94
(.03) (.04) (.07) (.04) (.04)
Thought life was a failure .02 .10 .08 24 .93
(.01) (.03) (.04) (.06) (.09)
Felt life not worth living .00 .05 10 A2 .85
(.01) (.02) (.03) (.05) (.13)
People unfriendly to you A1 A3 .62 .68 .69
(.03) (.07) (.08) (.06) (.07)
People disliked you .04 .02 .61 .93 a7
(.03) (.07) (.12) (.10) (.06)

" Hypothesis test for gender difference in lateasslprevalence rates statistically significant at

the .05 level.
& Probability of reporting symptom “sometimes/araotst/all of the time” during the past week

Note Item-response probabilities greater than .50 apjmebold to facilitate interpretation.
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Latent Class Analysis 71

Parameter Estimates and Odds Ratios for Effectvefdge Grade on f1Grade Latent Class

Membership
1 2 3 4 5
Non- Sad +

depressed Sad Disliked Disliked Depressed
Beta -.19 -.53 -.07 -.78
(SE) (.14) (.18) (.20) (.20)
Odds Ratio .82 .59 .93 46
(ChH [.63, 1.08] [.41, .84] [.63, 1.38] [.31, .68]
Inverse 1.22 1.69 1.08 2.17
Odds Ratio [.93, 1.59] [1.19, 2.44] [.72, 1.59] [1.47, 3.23]

Note: Dashes indicate reference latent class. Averaagegas a significant predictor of latent

class membership& .01).

Note:N = 1035.
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Table 6

Parameter Estimates for Time 1 {1Grade) to Time 2 (12Grade) Five-Class Latent

Transition Model, Item-Response Probabilities Caanieed Equal Across Time

1 2 3 4 5
Non- Sad +
Depressed Sad Disliked Disliked  Depressed
Latent Class Prevalences
Time 1: 11" grade 32 26 19 14 .08
Time 2: 12" grade .37 23 .18 12 .10
Item-response Probabilities: Probability of RepogiSymptom
Observed Variable “Sometimes/A lot/Most/All of the time” During thast Week
Could not shake blues .03 54 .09 .60 .85
Felt depressed .05 71 13 .80 .96
Felt lonely .06 55 23 .78 .85
Felt sad A1 .78 .26 87 92
Thought life was a failure .01 A2 .05 19 .88
Felt life not worth living .01 .04 .05 .09 a7
People unfriendly to you .07 A7 .60 81 .63
People disliked you .00 A1 55 .96 77
Transition Probabilities

Time 1 Latent Class Time 2 Latent Class

Non-depressed 75 13 .09 .02 .01
Sad .32 46 .08 .09 .06
Disliked .25 .05 50 15 .06
Sad + Disliked .04 24 21 .39 A2
Depressed .00 21 .04 .09 .65

Note: ltem-response probabilities greater than .50 eantsition probabilities on the diagonal of

the matrix appear in bold to facilitate interpreiat

Note: N=1044.



Table 7

Latent Class Analysis

Parameter Estimates by Gender for Time 1"(Gtade) to Time 2 (12Grade) Five-Class

Latent Transition Model

1 2 3 4 5
Non- Sad +
depressed Sad Disliked Disliked Depressed
Latent Class Prevalences
Time 1: Male 37 21 .23 .10 .09
Female .26 .29 A7 .19 .10
Time 2: Male .39 .16 27 .08 .09
Female .35 .25 A2 A7 A2

Time 1 Latent Class

Transition Probabilities
Time 2 Latent Class

Male
Non-Depressed 12 A3 13 .00 .02
Sad .33 42 .16 .07 .02
Disliked 22 .02 .60 A2 .04
Sad + Disliked .03 24 .39 .29 .05
Depressed .05 .00 .04 A2 .79
Female
Non-Depressed .79 A3 .05 .04 .00
Sad .32 45 .04 A3 .06
Disliked 27 .09 .38 19 .06
Sad + Disliked .03 23 A1 43 .20
Depressed .00 31 .09 .07 54

Note: Measurement invariance across time (i.e., TimedlTame 2) and across groups (i.e.,

male and female) imposed.

Note: Transition probabilities on the diagonal of thetmxaappear in bold to facilitate

interpretation.
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Figure 1

Latent Variable Frameworks
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Figure 2

Stages of Change Construct from the Transtheoletcalel
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Figure 3

Latent Class Analysis

Probability of Reporting Symptom Sometimes/A Lastiddl of The Time Conditional on

Depression Latent Class
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Figure 4

Probability of Membership in Each Depression Latérdss by Gender
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